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Abstract. The California bearing ratio (CBR) is an important input parameter in 

the design of flexible pavements. CBR is often determined in the laboratory in-

volving a laborious and time-consuming testing procedure. In recent years, arti-

ficial intelligence (AI) and machine learning (ML) techniques have gained pop-

ularity in geotechnical engineering and can circumvent the laborious process of 

conducting laboratory testing to determine soil properties. This study presents the 

application of two AI models, viz., random forest regressor (RFR) and artificial 

neural network (ANN), to determine CBR based on soil basic and mechanical 

properties such as gradation, maximum dry density (MDD), optimum moisture 

content (OMC), liquid limit (LL), and plastic limit (PL). A large dataset of 652 

data points was gathered from an extensive literature review consisting of all the 

basic and mechanical properties of soil along with the CBR value. The findings 

from the study reveal that the RFR model gave a high prediction performance 

with the coefficient of determination (R2) and mean squared error (MSE) equal 

to 0.92 and 16.2 respectively, whereas the ANN model resulted in the coefficient 

of correlation (R) and MSE equal to 0.95 and 28 respectively.  Furthermore, sen-

sitivity analysis was carried out to evaluate the most influencing soil parameters 

affecting the CBR. The results show that MDD has the greatest influence, fol-

lowed by the percentage of fines, whereas PL has the least importance. 

Keywords: California bearing ratio, Random Forest regressor, Artificial neural 

network, Machine learning, and Soil index properties. 

1 Introduction 

In India, there is a significant growth in highway infrastructure aimed at improving the 

connectivity between rural and urban areas. The California Bearing Ratio (CBR) is one 

of the key input parameters in the design of flexible pavements. It indicates the stiffness 

modulus and shear strength of the pavement layer or subgrade. CBR is an indirect meas-

ure of comparing the subgrade material strength to the strength of typical crushed rock 

expressed as percentage values [1]. The CBR can be obtained through laboratory testing 

(following IS: 2720 (1987)) or in the field (IS 10042 (1981)). The CBR value of a 
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remolded specimen prepared by the Proctor compaction test at OMC and MDD is ob-

tained only after four days of soaking and subsequent loading of the soaked specimen 

[2][3]. As a result, determining CBR in the laboratory is not only laborious but also 

time-consuming process. The test results may also be erroneous due to sampling inter-

ruption and insufficient laboratory testing conditions. This experiment cannot be ex-

trapolated to the full road stretch due to variations in engineering properties as soil 

samples are collected from certain sites. The CBR testing along the entire project road 

length attracts high cost and time. Hence newly emerging methods, such as AI/ML 

techniques, have been reported to predict CBR of soil based on input soil properties. 

For example, Taskiran [4] used an artificial intelligence technique to established the 

relation between CBR of fine-grained soils from the southeast part of Anatolia. Simi-

larly, Ikeagwuani [5] used machine learning techniques such as Multivariate adaptive 

regression spline (MARS), random forest (RF), and gradient boosting (GB) algorithms 

to predict the CBR of expansive soil subgrade. This study reported the power of AI/ML 

to develop the robust models which are capable of predicting the geotechnical proper-

ties stated with better accuracy. 

On the other hand, Yildrin et al. [1] correlated the CBR with the index properties of soil 

to obtain the correlation equation for CBR based on multilinear regression analysis 

(MLRA). Over the last decade, several researchers have attempted to relate CBR values 

to other soil properties. For instance, National Cooperative Highway Research Program 

(NCHRP) stated the two statistical relation for predicting the CBR value using soil in-

dex properties for both fine- and coarse- grained soils [6].  However, the previous re-

search works correlating the CBR with the other soil properties and relations were es-

tablished by taking a simple regression analysis such as multilinear regression, genetic 

expression programming (GEP), artificial neuron network (ANN), MARS, RF, and GB, 

and so on. Most of the above models used limited data from specific region and reported 

high accuracy for predicted models. However, it is well known that when considerable 

variations in soil properties exist in the dataset, its accuracy is questionable.  

Predicting the appropriate CBR value of soil using AI/ML techniques requires big data 

and thorough analysis. In this study, extensive data of different soils were collected 

from a thorough review of the published research paper. In general, the machine learn-

ing model is adversely affected by bias, variance, and noise present in the dataset lead-

ing to low accuracy and high error. In order to combat this drawback newly emerging 

ensemble methods have been successfully used so far. However, the present study fo-

cuses on one of the ensemble methods based on the bagging technique popularly known 

as bootstrap aggregation as it is effective in reducing overall variance resulting in better 

accuracy and lower error.  Random forest works on the principle of bootstrap aggrega-

tion and shows convincing results in many fields [5]. Hence this study is an attempt to 

predict CBR based on non-linear approaches using a random forest regressor and com-

pare the results with the artificial neural network. Based on the authors’ recent work, 

these approaches were found to result in good accuracy in predicting the CBR value. 

The proposed RFR and ANN techniques could assist in predicting CBR in addition to 

conventional methods. 

2  Overview of RFR and ANN   

2.1   Random Forest Regressor (RFR) 
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Random forest is a type of supervised machine learning algorithm. This approach com-

bines a large number of regression trees and is an ensemble-learning algorithm. A re-

gression tree represents a group of conditions or limitations arranged hierarchically and 

gradually applied from the tree's root to its leaf [27–29]. Fig. 1 shows the structure of 

an RFR for regression analysis. RFR regression technique predicts the value of a vari-

able by combining the output of several decision tree algorithms [31], [32]. This is when 

RFR generates N regression trees and averages the results after receiving an input vec-

tor (x) containing the values of the various evidentiary features that have been evaluated 

for a certain training area. Following the growth of N such trees {𝑇(𝑥)} 𝑁
1
, the RFR 

regression predictor is expressed in Eq. 1 

𝑓 𝑁
𝑟𝑓

(𝑥) =  
1

𝑁
∑ 𝑇(𝑥)𝑁

𝑛=1 `                                            (1) 

 
Fig. 1. Structure of random forest regressor 

2.2     Artificial Neural Network (ANN) 

ANN is a well-known and commonly used machine learning model for mapping any 

system's nonlinear response. Neural computing necessitates the connection of several 

simple processing units, known as neurons, into a neural network. These models are 

made up of a multilayer network of linked basic processing components known as neu-

rons. At its core, The ANN model architecture is composed of three layers: the input 

layer (number of features), hidden layers with some activation function along with 

dropouts, and the output layer. Fig. 2 illustrates a simple ANNs architecture. Each layer 

is made up of a collection of processing components known as nodes (neurons), which 

communicate with one another via weighted connections. 

However, the relationships are unknown and physical meaning is difficult to explain. 

The backpropagation algorithm [7] is a component of the neural network model that is 

mostly utilized for data prediction, modelling and used in layered feed-forward ANN. 

The general ANN computation process can be described as shown in Fig. 2 [14].    
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Fig. 2. Architecture of ANN 

3     Data Acquisition and Methodology  

A systematic literature review was conducted to collect a significant dataset and a total 

of 652 data points were collected from published research for use in the analysis. Ad-

ditionally, data on soil gradation characteristics (such as the percentages of gravel, sand, 

and fines), consistency limits (such as the liquid and plastic limits), compaction char-

acteristics (such as OMC and MDD), and soaked CBR values were gathered [1], [4]-

[5], [7]–[31] . The obtained data are summarised in Table 1, along with a statistcal 

depiction of the data. 

Table 1. Statistical representation of the dataset. 

Statistical  
Gravel 

(%) 

Sand 

(%) 

Fines 

(%) 

LL 

(%) 

PL 

(%) 

OMC 

(%) 

MDD 

(g/cc) 

CBR 

(%) 

Count 652 652 652 652 652 652 652 652 

Mean 14.69 22.55 63.07 43.26 24.42 16.22 1.77 10.81 

SD 22.64 15.4 26.78 15.74 8.11 6.31 0.23 16.25 

Minimum 0 0 0 15 11 4.5 1.21 0.48 

25th percentile 0 11 46.75 33 19 12.15 1.62 2.1 

50th percentile 2 21 69 39 22.35 15 1.76 4.61 

75th percentile 21.55 31 85 52 28 20 1.94 9.57 

Maximum 94 100 100 92.6 62.1 40.2 2.33 81 

      Note: SD = Standard deviation 

Fig. 3 shows the box plot; the reduced section of every box represents the median value 

of that sample, whereas black dots above the whisker represents the outliers. It repre-

sents the data which lies above the range of expected value for that sample, but in this 

case, all the points were found to be within the general range of that particular feature. 

Hence, none of the data points were removed in the analysis. While for some features 
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like MDD, the maximum value was 2.3; for some features like percent fines, the max-

imum value was 100. Thus, this data type must be normalized before further training in 

the ML model. 

 
Fig. 3. Box and whisker plot of different soil properties 

Furthermore, to analyze the relationship between soil properties, the dataset was repre-

sented as a correlation matrix, as shown in Fig. 4. Each feature in the dataset was line-

arly correlated with the other features without considering the influence of surrounding 

features. CBR and percentage gravel from the given dataset showed the maximum pos-

itive correlation coefficient of 0.77, followed by MDD with a value of 0.66. The max-

imum negative coefficient was observed for percentage fines. 

 
Fig. 4. Correlation matrix obtained between soil properties  
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4 Result and Discussion 

In the current study, out of 652 soil samples, 70% was used for training, and 30% was 

used for testing. Further, model was trained on the training data and later tested on 30% 

of the data, and actual and predicted test values were compared. Fig. 5 shows a detailed 

overview of the process. 

 
Fig. 5. Step involved in developing model 

For judging the performance of the ML model, different accuracy and error matrices 

were taken into account, viz., coefficient of determination (R2), coefficient of correla-

tion (R), root mean squared error (RMSE), mean squared error (MSE), and mean abso-

lute error (MAE). Equations (2) to (5) give the expression for R2, MSE, RMSE, and 

MAE. 

R2 = 1- 
∑ (𝐶𝐵𝑅𝑖

𝑎− 𝐶𝐵𝑅𝑖
𝑝

)2𝑁
𝑖=1

∑ (𝐶𝐵𝑅𝑖
𝑎− 𝐶𝐵𝑅̅̅ ̅̅ ̅̅ 𝑎)2𝑁

𝑖=1

                                                                                             (2) 

MSE = [
∑ (𝐶𝐵𝑅𝑖

𝑎− 𝐶𝐵𝑅𝑖
𝑝

)2𝑁
𝑖=1

𝑁
]                                                                                          (3) 

RMSE = [
∑ (𝐶𝐵𝑅𝑖

𝑎− 𝐶𝐵𝑅𝑖
𝑝

)2𝑁
𝑖=1

𝑁
]

1/2

                                                                                   (4) 

MAE = [
∑ |𝐶𝐵𝑅𝑖

𝑎− 𝐶𝐵𝑅𝑖
𝑝

|𝑁
𝑖=1

𝑁
]                                                                                            (5) 

where, N represents the testing or training dataset number, 𝐶𝐵𝑅𝑖
𝑝

 represents the pre-

dicted CBR values,  𝐶𝐵𝑅𝑖
𝑎  and 𝐶𝐵𝑅̅̅ ̅̅ ̅̅ 𝑎 denote the actual and mean of the actual CBR 

values, respectively. R2 represents the goodness of fit; it can take any value between 

zero and 1; if this value is equal to 1, we can say that data is linearly correlated. The 

coefficient of determination with R2 = 1 does not represent zero RMSE or MAE. How-

ever, zero RMSE or MAE represents R2 = 1. Literature reveals that, if the generated 

model gives coefficient of correlation (R) higher than 0.8, there exists a satisfactory 

correlation between actual and predicted values for that dataset Smith [33]. Sometimes 

R-value becomes a more significant criterion because some models with a high R2 value 

may exhibit high MSE and MAE. 
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As discussed above, the RFR algorithm was trained on 70% of the data, which accounts 

for about 457 data points. The optimization method was used to select the best-gener-

ated features based on optimization for the number of trees for low MSE total 125 trees 

were generated, as shown in Fig. 6. The minimum sample split was maintained as two. 

Fig. 7(a) shows the regression plot for RFR with an R2 of 0.98 and observed MAE and 

MSE of 0.82 and 3.09, respectively for the training process and Fig. 7(b) shows the 

regression plot for RFR with an R2 of 0.92 and observed MAE and MSE of 2.15 and 

16.2, respectively for the testing process. 

 

Fig. 6. Optimization for number of trees in RFR 

 

Fig. 7. Comparison of actual and predicted CBR values from RFR (a) for training dataset (b) 

for testing dataset 

ANN toolbox of MATLAB computer-aided software was utilized to assess the perfor-

mance of neural network on the same previously used training and testing samples. The 

total number of neurons in the hidden layer and a variety of multilayer networks along 

with transfer functions such as sigmoid was used to predict optimum CBR of soil. As a 
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result, they were changed until convergence in the MSE was attained. This investiga-

tion used a two-layer feed-forward network along with a sigmoid activation function 

for hidden neurons and a linear activation function for output neurons. The performance 

of this network was assessed by MSE and R matrix, and the training algorithm used 

was Levenberg-Marquardt (LM). The Levenberg-Marquardt (LM) approach is an iter-

ative method for finding the minimum of a multivariate function represented as the sum 

of squares of non-linear real-valued functions [34, 35]. It has become a typical tech-

nique for non-linear least-squares problems [36], and it is widely utilized in many do-

mains. The regression analysis was carried out for the training and testing phases by 

ANN from the MATLAB toolbox and the results are plotted by using matplotlib in 

Python as shown in fig. 8. The obtained results showed excellent R values from the 

ANN Model for both phases. 

 

Similarly, Fig.9 compares the actual and predicted CBR values generated from ML 

models. Both models performed well on the non-linear dataset (refer to Fig. 9 and Table 

2), whereas RFR performs exceptionally well as compared to the ANN model because, 

this type of model is not biased as predictions are generated from several decision trees. 

Additionally, the principle of double selection in RFR (results from tree decision in the 

first stage and random selection of trees in the second stage) gives more accurate re-

sults. Moreover, RFR is less computationally expensive and does not require a high 

GPU to complete its training. In the present study, total 652 data points were considered 

from different parts of the world, but still, it cannot fully represent the complete com-

plex behavior of soil. As lot of uncertainties are involved in the formation of soil and 

laboratory experimental testing process, some samples may result into noisy data 

points.  RFR algorithm can perform better for this type of dataset. Moreover, neural 

network requires a large amount of data and a lot of variety for better performance; 

hence, with increase in the size of the dataset, ANN model can also be used as an alter-

native. 

 

Fig. 8. Comparison of actual and predicted CBR values from ANN using MATLAB toolbox for 

(a) for training dataset (b) for testing dataset 



 

TH-15-24   9 

Proceedings of Indian Geotechnical Conference 2021 

December 16-18, 2021, NIT Tiruchirappalli 

 
Fig. 9. Comparison of the actual and predicted CBR values from ML models considered in 

the study 

Table 2. Comparison between RFR and ANN model 

Models R2 (testing) R (training) R (testing) MAE MSE 

Random forest 

Regressor 
0.92 - - 0.82 3.09 

Artificial Neu-

ral Network 
- 0.98 0.95 - 28.52 

Furthermore, sensitivity analysis was carried out to check which feature has more 

influence on prediction. In the present study, the RFR model was found to perform 

better than ANN; hence, for further sensitivity analysis, the RFR model was only taken 

into account. There are different ways to measure feature importance, but this study 

focuses more on permutation feature importance as it is fast to calculate, most widely 

used, and easy to understand. Table 3 shows permutation feature importance for CBR 

prediction using the RFR model. 

Table 3. Permutation feature importance for CBR prediction using the RFR model. 

 

 
 

 

 

 

Table 3 shows that the top computational interpretation, such as MDD, was the most 

influential parameter, and the least important parameter was found to be PL. These 

results from the present study were consistent with the findings of Doshi et al. [37]. The 

Feature Weight 

MDD (g/cc) 0.4609 ± 0.0349 

Fines (%) 0.0977 ± 0.0218 

LL (%) 0.0758 ± 0.0143 

Gravel (%) 0.0723 ± 0.0215 

OMC (%) 0.0371 ± 0.0055 

Sand (%) 0.0036 ± 0.0021 

PL (%) 0.0022 ± 0.0021 
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dry unit weight of deposit is very significant among many engineering properties of 

soils, like settlement characteristics and bearing capacity. Given that CBR is an indirect 

measure of soil stiffness and shear modulus, such an effect of dry unit weight on CBR 

is to be expected. 

The first value in each row of Table 3 indicates how much model performance was 

reduced due to random shuffling ("accuracy" as the performance metric). The precise 

performance improvement by rearranging columns and repeating the procedure with 

several shuffles may determine the level of unpredictability. The number after ± shows 

how the performance is changing from one reshuffle to the next. 

5 Summary and Conclusion 

The CBR determination in the laboratory is often a laborious and time-consuming pro-

cedure. As a result, this study is an attempt for replacing real laboratory tests with prom-

inent AI/ML techniques for calculating CBR of soil on the basis of extensive experi-

mental information available from the literature. In the present study, two different AI 

models, viz., random forest regressor (RFR) and artificial neural network (ANN), were 

taken into account for predicting CBR of soil. About 652 soil samples were collected 

and analysed. Furthermore, several performance metrics were used to evaluate the pre-

diction accuracies of the deployed models. Experimental results show that the RFR 

model achieved the most accurate prediction with R2 = 0.98, MSE = 3.09, MAE = 0.82 

in training phase; and R2 = 0.92, MSE = 16.2, MAE = 2.15 in testing phase, whereas 

ANN model produced R = 0.98 and MSE = 6.63 in training phase and R = 0.95 and 

MSE = 28.25 in testing phase. R2 =1 may sometimes not represent ideal model whereas 

MSE and MAE equal to zero represents perfectly fitted model. Hence, it was concluded 

that RFR is a better predictor of this type of dataset with less computational cost. How-

ever, the neural network performs better on a large dataset with a wide variety. Addi-

tionally, sensitivity analysis was carried out to check which features influenced the pre-

diction the most. For this analysis, the RFR model was considered using the permuta-

tion importance technique. The results showed that MDD has the greatest influence on 

CBR prediction, followed by the percentage of fines, whereas PL has the least im-

portance. Based on the efficacy of the models used in the present study, the RFR may 

be recommended as a potential approach for predicting the CBR of soil and can be 

efficiently used in many civil engineering applications. 
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